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Abstract 
In Recent years, due to the increasing use of very large databases and data warehouses, 
mining useful information and helpful knowledge from transaction is evolving into an 
important research area. The object of this paper is support business quick to determine the 
specification of new product in an uncertain environment by using data mining technology. 
The paper has been build the ‘Heuristic Fuzzy Neural Network Algorithm’ HFNNA based 
on Fuzzy Neural Network and the idea of to class with product’s attribute. The result of this 
paper is proved that (1) the proposed algorithm is improved difference between neural 
network and real problem, (2) the proposed algorithm is built the effective data mining 
system, (3) using Fuzzy Association Rules inducted by the proposed algorithm are build 
decision support system and support business to make decision in an uncertain environment 
and (4) searching and collecting the effect knowledge hold on large databases and data 
warehouses.   
Keywords: product development management, fuzzy neural network, data mining, 
decision support system.
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if Job is S and Age is CY or YY then Inc. is VL 

if Job is S and Age is 
MY or 

MOY or 
OY 

then Inc. is L

if Job is PE and Age is CY then Inc. is L
if Job is PE and Age is YY then Inc. is N

if Job is PE and Age is MY or 
MOY then Inc. is H

if Job is PE and Age is OY then Inc. is VH
if Job is B and Age is YY then Inc. is N
if Job is B and Age is MY then Inc. is H

if Job is B and Age is MOY or 
OY then Inc. is VH

if Job is C and Age is YY then Inc. is N
if Job is C and Age is MY then Inc. is H

if Job is C and Age is MOY or 
OY then Inc. is VH

if Job is D and Age is YY then Inc. is N

if Job is D and Age is MY or 
MOY then Inc. is H

if Job is D and Age is OY then Inc. is VH
if Job is M and Age is YY or MY then Inc. is N
if Job is M and Age is MOY then Inc. is H
if Job is M and Age is OY then Inc. is VH
if Job is SL and Age is CY then Inc. is L
if Job is SL and Age is YY then Inc. is N
if Job is SL and Age is MY then Inc. is H

if Job is SL and Age is MOY or 
OY then Inc. is N

if Job is OE and Age is CY then Inc. is L
if Job is OE and Age is YY then Inc. is N

if Job is OE and Age is MY or 
MOY then Inc. is H

if Job is OE and Age is OY then Inc. is VH
if Job is O and Age is CY then Inc. is L
if Job is O and Age is YY then Inc. is N
if Job is O and Age is MY then Inc. is H
if Job is O and Age is MOY then Inc. is H
if Job is O and Age is OY then Inc. is N

if Job is PE or OE 
or M or B and Age is MOY or 

OY then Edu. is VH

if Job is PE or OE 
or M or B and Age is MY or YY then Edu. is H

if Job is PE or OE 
or M or B and Age is CY then Edu. is N

if Job is C or D and Age is Any then Edu. is VH
if Job is SL or O and Age is CY then Edu. is VL 

if Job is SL or O and Age is 
MY or YY 

or MOY or 
OY 

then Edu. is N
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if Job is S and Age is CY then Edu. is VL 
if Job is S and Age is YY then Edu. is N
if Job is S and Age is MY then Edu. is H
if Job is S and Age is MOY then Edu. is H
if Job is S and Age is OY then Edu. is H
if Inc. is VH and Pro. P. is Any then Pro. T. is Cheep 
if Inc. is H and Pro. P. is VH then Pro. T. is Expensive 
if Inc. is H and Pro. P. is H then Pro. T. is N

if Inc. is H and Pro. P. is N or L or 
VL then Pro. T. is Cheep 

if Inc. is N and Pro. P. is VH or H then Pro. T. is Expensive 
if Inc. is N and Pro. P. is N then Pro. T. is N
if Inc. is N and Pro. P. is L or VL then Pro. T. is Cheep 

if Inc. is L and Pro. P. is VH or H 
or N then Pro. T. is Expensive 

if Inc. is L and Pro. P. is L then Pro. T. is N
if Inc. is L and Pro. P. is VL then Pro. T. is Cheep 
if Inc. is VL and Pro. P. is Any then Pro. T. is Expensive 

if Job is S and Age is CY or YY and Interest 
Dir. is Computer then Dem. is H

if Job is PE and Age is Any and Interest 
Dir. is Any then Dem. is VH

if Job is B and Age is YY or MY and Interest 
Dir. is Any then Dem. is H

if Job is B and Age is MOY or 
OY and Interest 

Dir. is Computer then Dem. is H

if Job is B and Age is MOY or 
OY and Interest 

Dir. is Not 
Computer then Dem. is N

if Job is D and Age is YY or MY and Interest 
Dir. is Any then Dem. is H

if Job is D and Age is MOY or 
OY and Interest 

Dir. is Computer then Dem. is H

if Job is C and Age is Any and Interest 
Dir. is Any then Dem. is H

if Job is M and Age is Any and Interest 
Dir. is Any then Dem. is H

if Job is SL and Age is Any and Interest 
Dir. is Any then Dem. is H

if Job is OE and Age is YY or MY and Interest 
Dir. is Any then Dem. is H

if Job is OE and Age is MOY or 
OY and Interest 

Dir. is Computer then Dem. is H

if Job is OE and Age is MOY or 
OY and Interest 

Dir. is Not 
Computer then Dem. is N

if Job is O and Age is Any and Interest 
Dir. is Computer then Dem. is H

if Job is O and Age is Any and Interest 
Dir. is Not 

Computer then Dem. is L

if Age is MOY or 
OY and Job is Any then View 

Dem. is VH

if Age is MY and Job is Any
Engineer then View 

Dem. is N

if Age is MY and Job is Not 
Engineer then View 

Dem. is H

if Age is YY or CY and Job is Any then View 
Dem. is N

if Edu. is VH or H and Job is PE and Interest 
Dir. is Any then Fun. Dem. is VH
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if Edu. is VH or H and Job is OE and Interest 
Dir. is Computer then Fun. Dem. is VH

if Edu. is VH or H and Job is OE and Interest 
Dir. is Not 

Computer then Fun. Dem. is H

if Edu. is VH or H and Job is Not 
Engineer and Interest 

Dir. is Computer then Fun. Dem. is H

if Edu. is VH or H and Job is Not 
Engineer and Interest 

Dir. is Not 
Computer then Fun. Dem. is N

if Edu. is N and Job is PE and Interest 
Dir. is Computer then Fun. Dem. is VH

if Edu. is N and Job is PE and Interest 
Dir. is Not 

Computer then Fun. Dem. is H

if Edu. is N and Job is OE and Interest 
Dir. is Computer then Fun. Dem. is H

if Edu. is N and Job is OE and Interest 
Dir. is Not 

Computer then Fun. Dem. is N

if Edu. is N and Job is Not 
Engineer and Interest 

Dir. is Computer then Fun. Dem. is N

if Edu. is N and Job is Not 
Engineer and Interest 

Dir. is Not 
Computer then Fun. Dem. is L

if Edu. is L or VL and Job is PE and Interest 
Dir. is Computer then Fun. Dem. is N

if Edu. is L or VL and Job is PE and Interest 
Dir. is Not 

Computer then Fun. Dem. is L

if Edu. is L or VL and Job is OE and Interest 
Dir. is Any then Fun. Dem. is L

if Edu. is L or VL and Job is Not 
Engineer and Interest 

Dir. is Computer then Fun. Dem. is VL

if Age is OY and Job is 
PE or B or 
D or C or 
M or SL

and Interest 
Dir. is Any then Wei. Dem. is VH

if Age is OY and Job is OE or S or 
O and Interest 

Dir. is
Computer 

and
Travel 

then Wei. Dem. is VH

if Age is OY and Job is OE or S or 
O and Interest 

Dir. is
Computer 

and
Travel 

then Wei. Dem. is N

if Age is MOY  or 
MY and Job is 

PE or B or 
D or C or 
M or SL

and Interest 
Dir. is Any then Wei. Dem. is H

if Age is MOY  or 
MY and Job is OE or S or 

O and Interest 
Dir. is

Computer 
and

Travel 
then Wei. Dem. is H

if Age is MOY  or 
MY and Job is OE or S or 

O and Interest 
Dir. is

Computer 
and

Travel 
then Wei. Dem. is N

if Age is YY and Job is Any and Interest 
Dir. is

Computer 
and

Travel 
then Wei. Dem. is N

if Age is YY and Job is Any and Interest 
Dir. is O then Wei. Dem. is L

if Age is CY and Job is Any and Interest 
Dir. is

Computer 
and

Travel 
then Wei. Dem. is H

if Age is CY and Job is Any and Interest 
Dir. is O then Wei. Dem. is N

if Pro. T. is Cheep and Dem. is VH or H 
or N then Pro. L. is VH



 307 

if Pro. T. is Cheep and Dem. is L or VL then Pro. L. is N
if Pro. T. is N and Dem. is VH then Pro. L. is VH
if Pro. T. is N and Dem. is H then Pro. L. is H
if Pro. T. is N and Dem. is N then Pro. L. is N
if Pro. T. is N and Dem. is L or VL then Pro. L. is L

if Pro. T. is Expensive and Dem. is VH or H 
or N then Pro. L. is L

if Pro. T. is Expensive and Dem. is L or VL then Pro. L. is VL 

if View 
Dem. is VH and Pro.

View is Biggest then View Sat. is VH

if View 
Dem. is VH and Pro.

View is Big then View Sat. is N

if View 
Dem. is VH and Pro.

View is N or small 
or smallest then View Sat. is VL 

if View 
Dem. is H and Pro.

View is Biggest or 
Big then View Sat. is VH

if View 
Dem. is H and Pro.

View is N then View Sat. is H

if View 
Dem. is H and Pro.

View is small then View Sat. is N

if View 
Dem. is H and Pro.

View is smallest then View Sat. is VL 

if View 
Dem. is N and Pro.

View is Biggest or 
Big or N then View Sat. is VH

if View 
Dem. is N and Pro.

View is small then View Sat. is N

if View 
Dem. is N and Pro.

View is smallest then View Sat. is VL 

if View 
Dem. is L and Pro.

View is Biggest or 
Big or N then View Sat. is VH

if View 
Dem. is L and Pro.

View is small or 
smallest then View Sat. is N

if View 
Dem. is VL and Pro.

View is Biggest or 
Big or N then View Sat. is VH

if View 
Dem. is VL and Pro.

View is small or 
smallest then View Sat. is H

if Fun.
Dem. is VH and Pro.

Fun. is Very 
Strong then Fun. Sat. is VH

if Fun.
Dem. is VH and Pro.

Fun. is Strong then Fun. Sat. is N

if Fun.
Dem. is VH and Pro.

Fun. is
N or Weak 

or Very 
Weak 

then Fun. Sat. is VL 

if Fun.
Dem. is H and Pro.

Fun. is Very 
Strong then Fun. Sat. is VH

if Fun.
Dem. is H and Pro.

Fun. is Strong then Fun. Sat. is H

if Fun.
Dem. is H and Pro.

Fun. is N then Fun. Sat. is N

if Fun.
Dem. is N or H and Pro.

Fun. is Weak or 
Very Weak then Fun. Sat. is VL 

if Fun.
Dem. is N and Pro.

Fun. is
Very 

Strong or 
Strong 

then Fun. Sat. is VH

if Fun.
Dem. is N and Pro.

Fun. is N then Fun. Sat. is H

if Fun.
Dem. is L or VL and Pro.

Fun. is Very 
Strong or then Fun. Sat. is VH
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Strong 

if Fun.
Dem. is L and Pro.

Fun. is N then Fun. Sat. is H

if Fun.
Dem. is L and Pro.

Fun. is Weak or 
Very Weak then Fun. Sat. is N

if Fun.
Dem. is VL and Pro.

Fun. is N or Weak then Fun. Sat. is H

if Fun.
Dem. is VL and Pro.

Fun. is Very Weak then Fun. Sat. is N

if Wei. 
Dem. is VH and Pro.

Wei. is Very Light then Wei. Sat. is VH

if Wei. 
Dem. is VH and Pro.

Wei. is Light then Wei. Sat. is N

if Wei. 
Dem. is VH and Pro.

Wei. is 

N or 
Heavy or 

Very 
Heavy 

then Wei. Sat. is VL 

if Wei. 
Dem. is H and Pro.

Wei. is Very Light then Wei. Sat. is VH

if Wei. 
Dem. is H and Pro.

Wei. is Light then Wei. Sat. is H

if Wei. 
Dem. is H and Pro.

Wei. is N then Wei. Sat. is N

if Wei. 
Dem. is N and Pro.

Wei. is Very Light 
or Light then Wei. Sat. is VH

if Wei. 
Dem. is N and Pro.

Wei. is N then Wei. Sat. is H

if Wei. 
Dem. is N or H and Pro.

Wei. is 
Heavy or 

Very 
Heavy 

then Wei. Sat. is VL 

if Wei. 
Dem. is L or VL and Pro.

Wei. is Very Light 
or Light then Wei. Sat. is VH

if Wei. 
Dem. is L and Pro.

Wei. is N then Wei. Sat. is H

if Wei. 
Dem. is L and Pro.

Wei. is 
Heavy or 

Very 
Heavy 

then Wei. Sat. is N

if Wei. 
Dem. is VL and Pro.

Wei. is N or 
Heavy then Wei. Sat. is H

if Wei. 
Dem. is VL and Pro.

Wei. is Very 
Heavy then Wei. Sat. is N

if View Sat. is Any and Fun.
Sat. is L or VL and Wei. Sat. is Any then Int. Sat. is VL

if View Sat. is VH or H and Fun.
Sat. is VH or H and Wei. Sat. is VH or H then Int. Sat. is VH

if View Sat. is VH or H and Fun.
Sat. is N and Wei. Sat. is VH or H then Int. Sat. is H

if View Sat. is VH or H and Fun.
Sat. is N and Wei. Sat. is N then Int. Sat. is N

if View Sat. is VH or H and Fun.
Sat. is N and Wei. Sat. is L or VL then Int. Sat. is VL

if View Sat. is N and Fun.
Sat. is VH or H and Wei. Sat. is VH or H then Int. Sat. is H

if View Sat. is N and Fun.
Sat. is VH or H and Wei. Sat. is N then Int. Sat. is N

if View Sat. is N and Fun.
Sat. is VH or H and Wei. Sat. is L or VL then Int. Sat. is L

if View Sat. is N and Fun. is N and Wei. Sat. is VH or H then Int. Sat. is N
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Sat.

if View Sat. is N and Fun.
Sat. is N and Wei. Sat. is N or L then Int. Sat. is L

if View Sat. is N and Fun.
Sat. is N and Wei. Sat. is L or VL then Int. Sat. is VL

if View Sat. is L or VL and Fun.
Sat. is VH or H and Wei. Sat. is VH or H then Int. Sat. is N

if View Sat. is L or VL and Fun.
Sat. is VH or H and Wei. Sat. is N or L then Int. Sat. is L

if View Sat. is L or VL and Fun.
Sat. is VH or H and Wei. Sat. is VL then Int. Sat. is VL

if View Sat. is L or VL and Fun.
Sat. is N and Wei. Sat. is VH or H then Int. Sat. is L

if View Sat. is L or VL and Fun.
Sat. is N and Wei. Sat. is N or L or 

VL then Int. Sat. is VL

* CY: 

* YY: 

* MY: 

* MOY: 

* OY: 

* VH: 

* H: 

* N: 

* L: 

* VL: 

* Dem.: 

* Inc.: 

* Interest Dir.: 

* Pro. L.: 

* Edu.: 

* B: 

* C: 

* D: 

* M: 

* OE: 

* PE: 

* SL: 

* S: 

* O: 

* Fun. Dem.: 

* View Dem.: 

* Wei. Dem.: 

* Pro. Fun.: 

* Pro. View: 

* Pro. Wei.: 

* Fun. Sat.: 

* View Sat.: 

* Wei. Sat.: 

* Int. Sat.: 

* Pro. P: 

* Pro. Type: 


