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Abstract 
Credit rating systems have existed for a long time in most financial markets and 

played a major role in corporate capital raising, providing investment information for both 
individual investors and institutional investors, and credit granting in banks. The purpose 
of credit ratings is to measure the credit worthiness of credit securities’ issuers so as to 
provide investors valuable information in making financial decisions. Due to the fact that 
the subordination of bonds has a great impact on the bond’s rating (hence render the rating 
problem much easier to solve), most of the early researches have focused on industrial 
bond ratings rather than issuers’ credit rating. In terms of classification approaches, early 
researches relied on conventional statistic methods, while recent studies tended to apply 
artificial intelligence based techniques, such as artificial neural networks and case-based 
reasoning. The main objective of this research is to propose a classification model for the 
issuers’ credit ratings based on support vector machines, a novel classification algorithm 
famous for dealing with high dimension classification. 

To verify the capability of the proposed model, a set of Standard and Poor’s issuers’ 
credit rating data was used as the test bed. To construct our classification models, the ten 
key financial variables used by Standard and Poor’s (S&P), and country risk were chosen 
as the input variables. An artificial neural network based classification model was selected 
as the benchmark. Our empirical results showed the superiority of the support vector 
machine model over the neural artificial network model. 

Key words: credit ratings, support vector machines, backpropagation neural networks 



 157 

(issuers’ credit rating) (rating agency)
(counterparty credit rating)

1

BBB
Baa 2

Molinero et. al. 1996

(Belkaoi 1980; Ederington 1985; 
Pinches & Mingo 1975)  (Dutta & Shekhar 1988; Surkan & Singleton 
1993; Shin & Han 1999)

—

(Dutta & Shekhar 1988; Maher & Sen 1997) (artificial 
neural networks, ANN) case-based reasoning CBR

support vector machines(SVM)

1 S&P http://www2.standardandpoors.com
2 S&P AAA AA A BBB

BB B CCC CC C D Moody’s
Aaa Aa A Baa Ba B Caa Ca C D
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SVM
(Burbidge et. al. 2001) (Cai & Lin 2002) (Morris & Autret 
2001) support vector regression (SVR)

Tay & Cao 2001 (support vector classification, 
SVC) SVM

(ANN)
SVM ANN

SVM SVM

(subordination) (Horrigan 1966; West 1970; Pinches & Mingo 
1973, 1975) Pinches & Mingo 
(1975) Moody’s A (nonsubordinated bonds)
Ba

 (Belkaoi 1980; Ederington 1985; Pinches & Mingo 1975)
(Pinches & Mingo 1977) (Horiggan 1966; West 1970; Ederington, 1985)
Probit regression (Ederington 1985) Logit regression (Ederington 1985)
mutidimensional scaling (Molinero et. al. 1996)

 (Dutta & Shekhar 1988; Surkan & Singleton 1990) genetic 
algorithm CBR (Shin & Han 1999) CBR (Kim & 
Han 2001) CBR (Shin & Han 2001)
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SVM ANN
(local minimum)

SVM

(Pinches & Mingo 1975, 1977; Shin & Han 1999; 
Kim & Han 2001; Shin & Han 2001)
(Horrigan 1966; Belkaoi 1980 )

Pinches & Mingo(1975)

(Standard and Poor’s S&P)
S&P

S&P (leverage)
(coverage) (profitability) (cash flow) S&P, 1996

(West 1970; Pinches & Mingo 1973, 
1975)

(Pinches & Mingo 1973,1975)

(Dutta & Shekhar 
1988; Surkan & Singleton 1990)

88%

1
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1

Horrigan 
1966 

Moody’s
S&P

Moody’s 
 S&P

58% 
(Moody’s) 
52%( S&P)

West 
1970 

Moody’s Fisher (1959)
(Aaa,

Aa, A, 
Baa, Ba, 
B) 

62% 

Pinches 
& Mingo 
1973 

Moody’s 

MDS
(factor analysis)
35 6

/

(Aa,
A, Baa, 
Ba, B) 

71.5 %  

Pinches 
& Mingo 
1975 

Moody’s 

quadratic 
MDS

/

(Aa,
A, Baa, 
Ba, B) 

75.4% 

Belkaoi 
1980 

S&P

(Stepwise 
MDS) 

(

(AAA, 
AA, A, 
BBB, BB, 
B) 

62.8% 
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)

( +
)/(

+ )
/

(0-1)
Ederingt
on 1985 

Moody’s
(LR); 

ordered 
probit (OP); 
unordered 
logit(UL)

MDA(LM) ;
quadratic 
MDA(QM) 

(estimated 
standard error) (

/ )

(Aaa,
Aa, A, 
Baa, Ba, 
B) 

LR=65%, 
OP=78%, 
UL=73%,LM 
=69%, 
QM=72% 

Dutta & 
Shekhar 
1988 

S&P

10

/ +

/
/

/

/

(subjective prospect 
of company) 

(
AA) 

83.3% 

Surkan & 
Singleton 
1990 

Moody’s
AT&T

Peavy and 
Scott 7

/

/
(ROE)

ROE
Aaa and 
(A1,A2,A
3)

88% 
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ROE
log (

)
/

Molinero 
et. al. 
1996 

S&P
 (MS) 

24

Maher & 
Sen 1997 

Moody’s 

Logistics

7
/

/
/

/

(Aaa,
Aa, A, 
Baa, Ba, 
B) 

70% 

Shin & 
Han 
1999 

(GA)
weight 
vector

CBR

168

ANOVA
27

(stepwise)
12

 5

75.5% 

Kim & 
Han 
2001 SOM

LVQ
CBR

129
4

125
26

(stepwise)
13

 5

69.1% 

Shin & 
Han 
2001 

inductive 
indexing 
CBR  

ANOVA
Kruskal-Wallis

27

 5

70.0% 
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23
4

(stepwise)
12

--SVM ANN SVM
SVM

Support vector machines 

SVM

SVM (learning machine)
(kernel function)

(feature space) (hyperplane)

(weights)

Vapnik
structural risk minimization SRM

SVM
(support vectors)

support vector machines (Vapnik 1995)
1 “o” “+” SVM

SVM

soft margin



164

1 SVM

SVM (local optimum)
SVM ANN (Morris & Autret 2001; Tay & Cao 2001; 

Cai & Lin 2002)

Structural Risk Minimization 

ANN (over fitting)
ANN empirical risk minimization (ERM)

SVM structural risk minimization (SRM)
Gunn(1998) ANN ERM SRM

(upper bound) ERM
SVM  (Vapnik 1995)

Support Vector Classification 

SVC
(optimal separating hyperplane) margin(

)

( ) ( ) }1,1{,,,,...,, 11 −+∈∈ yRxyxyx n
ll x

+1 -1

(nearest vector)

libxwyi ,...,1,1],[ =≥+  (1) 

margin

Margin
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margin SV

SVM

SV

—Soft margin technique 

Vapnik (1995)
(cost function)
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 167 

= = =

−=
l

i

l

j

l

k
kjijiji xxKyy

1 1 1

* ),(
2
1minarg αααα

α
 (15) 

),( ji xxK

(processing unit)
(topology) (algorithm)

(Lippmann 1987) (backpropogation) Hopfield Networks
Self-Organizing Maps ( SOM) Networks

(Smith & Gupta 2000)

(weight)
 (gradient descent)

ERM

(Lippmann 1987)

S&P —Global Sector Review CARD
1996 S&P

429
3

429 75% 25%
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325 104
0.75 Bootstrapping (Witten & Frank 2000) 100

SVM ANN

3

AA  41   9.6%  32   9 
A 100  23.3%  75  25 

BBB  93  21.7%  71  22 
BB 111  25.9%  84  27 

B  84  19.6%  63  21 
 429 100.0% 325 104 

S&P’s 4
( )
( 0 1 AAA AA

)

1993 1994 1995
31 10 *3 +1

-1 1
AAA AA

CCC B
AA A BBB BB B

SVM

C++ LIBSVM3 RBF γ
C Hsu et. al. (2003) ”simple grid 

search” ten-fold cross validation γ C 2
γ =0.5 8C = SVM

                                                
3 http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 
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4

X1 AAA
AA AAA

1 AA 0
X2i, i =1,2,3

+
+=

X3i, i =1,2,3 =

X4i, i =1,2,3 = +
+ +

+ +

*100%

X5i, i =1,2,3 %100*=

= − ( )− −

X6i, i =1,2,3 %100*=

= + +
+

X7i, i =1,2,3

=

−
− +( ) ( )

: ( )
X8i, i =1,2,3 =

+
X9i, i =1,2,3
X10 i, i =1,2,3
X11i, I =1,2,3
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2 γ C

lg 2 validation set

ANN

Matlab 6.1 ANN
Levenberg-Marquardt algorithm 31

(Diamantaras & 
Kung 2000) 1~31

 hyperbolic tangent sigmoid ( tansig function in Matlab) 
5

∈{0.001, 0.005, 0.01, 0.05, 0.1} ∈ {10, 100, 1000, 
1500, 2000} 5

(validation) early stopping 

5 x 5 x 31 ANN
0.005 10 22 31-22-5

ANN
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SVM

SVM (confusion matrix) 6 7
70.77% 60.58% 100%

20%

6 7
A (80%) BB (75%) B (68.25%)

BBB (63.38%) AA (59.38%) BBB
(72.73%) A (68%) BB (62.96%) B

(57.14%) AA (11.11%)
1. A

8 BBB
SVM

2. BBB

BB
3. AA

A BB B
AA

B

6 SVM

Predicted 
Target 

AA
A BBB BB B

AA 19 11 2 0 0 59.38% 93.75% 93.75% 
A 0 60 13 2 0 80.00% 97.33% 97.33% 

BBB 1 11 45 13 1 63.38% 81.69% 97.18% 
BB 1 5 5 63 10 75.00% 86.90% 92.86% 

B 0 2 1 17 43 68.25% 68.25% 95.24% 
     70.77% 85.23% 95.38% 
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7 SVM —

Predicted 
Target 

AA
A BBB BB 

B

AA 1 8 0 0 0 11.11% 100.00% 100.00%
A 0 17 8 0 0 68.00% 100.00% 100.00%

BBB 0 1 16 5 0 72.73%  95.45% 100.00%
BB 0 0 5 17 5 62.96%  81.48% 100.00%

B 0 0 1 8 12 57.14%  57.14%  95.24%
     60.58%  85.58%  99.04%

SVM BBB

BBB
BBB

60.58%
(20%) 40.58%

SVM

85.58% 99.04%

ANN

SVM ANN ANN

0.75 Bootstrapping 100
SVM ANN 8 SVM

ANN paired t-test (Witten & Frank, 2000) 

H0: SVM -ANN ≤0
H1: SVM -ANN >0

100 t =10.863 > t(0.01;99)=2.3646 100 0.75 
Bootstrapping t =13.5318 > t(0.01;99) H0 SVM

ANN
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8 100

0.75 
Bootstrapping 

0.75 
Bootstrapping

0.75 
Bootstrapping

 SVM ANN SVM ANN  SVM ANN SVM ANNt SVM ANN SVM ANN
1 60.58% 55.34% 52.88% 33.33% 34 48.08% 41.35% 50% 44.34% 67 56.73% 6.73% 44.23% 41.90%
2 52.88% 44.23% 55.77% 37.38% 35 50% 23.08% 56.73% 49.57% 68 44.23% 44.23% 45.19% 48.08%
3 55.77% 50.00% 58.65% 29.73% 36 56.73% 45.19% 60.58% 45.19% 69 45.19% 39.42% 49.04% 44.66%
4 58.65% 23.08% 46.15% 32.63% 37 60.58% 38.46% 49.04% 50.88% 70 49.04% 25.00% 55.77% 46.59%
5 46.15% 29.81% 50.96% 30.10% 38 49.04% 46.15% 63.46% 48.54% 71 55.77% 30.77% 48.08% 44.64%
6 50.96% 24.04% 54.81% 39.60% 39 63.46% 47.12% 56.73% 46.08% 72 48.08% 48.08% 57.69% 33.33%
7 54.81% 46.15% 56.73% 13.68% 40 56.73% 41.35% 51.92% 43.12% 73 57.69% 53.85% 52.88% 45.76%
8 56.73% 48.08% 51.92% 47.00% 41 51.92% 38.46% 53.85% 46.73% 74 52.88% 39.42% 54.81% 55.56%
9 51.92% 46.15% 55.77% 36.61% 42 53.85% 35.58% 55.77% 40.00% 75 54.81% 35.58% 58.65% 47.01%

10 55.77% 46.15% 44.23% 40.74% 43 55.77% 44.23% 50.96% 52.48% 76 58.65% 39.42% 57.69% 37.37%
11 44.23% 54.81% 52.88% 36.52% 44 50.96% 46.15% 52.88% 47.12% 77 57.69% 49.04% 58.65% 52.78%
12 52.88% 30.77% 57.69% 43.75% 45 52.88% 36.54% 53.85% 43.93% 78 58.65% 16.35% 58.65% 47.96%
13 57.69% 40.38% 49.04% 19.61% 46 53.85% 36.54% 42.31% 36.36% 79 58.65% 15.38% 46.15% 46.43%
14 49.04% 25.00% 49.04% 8.25% 47 42.31% 46.15% 58.65% 49.55% 80 46.15% 25.96% 45.19% 45.87%
15 49.04% 46.15% 56.73% 53.54% 48 58.65% 21.15% 52.88% 39.42% 81 45.19% 23.08% 53.85% 37.86%
16 56.73% 60.58% 52.88% 41.35% 49 52.88% 48.08% 59.62% 33.64% 82 53.85% 43.27% 50% 40.21%
17 52.88% 37.50% 56.73% 45.71% 50 59.62% 55.77% 60.58% 42.86% 83 50% 43.27% 51.92% 40.78%
18 56.73% 50.96% 51.92% 32.35% 51 60.58% 38.46% 54.81% 31.13% 84 51.92% 47.12% 58.65% 26.36%
19 51.92% 45.19% 50.96% 49.57% 52 54.81% 51.92% 51.92% 42.42% 85 58.65% 48.08% 52.88% 31.13%
20 50.96% 44.23% 55.77% 46.61% 53 51.92% 39.42% 58.65% 51.69% 86 52.88% 35.58% 59.62% 53.77%
21 55.77% 42.31% 59.62% 21.93% 54 58.65% 49.04% 52.88% 41.90% 87 59.62% 5.77% 55.77% 50.00%
22 59.62% 37.50% 50% 38.89% 55 52.88% 36.54% 61.54% 35.14% 88 55.77% 36.54% 58.65% 48.15%
23 50% 50.00% 47.12% 43.36% 56 61.54% 15.38% 45.19% 39.36% 89 58.65% 45.19% 50% 42.59%
24 47.12% 45.19% 51.92% 21.43% 57 45.19% 46.15% 49.04% 44.23% 90 50% 48.08% 49.04% 43.48%
25 51.92% 48.08% 47.12% 24.56% 58 49.04% 35.58% 55.77% 40.00% 91 49.04% 49.04% 52.88% 40.20%
26 47.12% 33.65% 51.92% 29.46% 59 55.77% 47.12% 57.69% 42.06% 92 52.88% 26.92% 53.85% 31.96%
27 51.92% 42.31% 52.88% 36.04% 60 57.69% 46.15% 50.96% 47.92% 93 53.85% 50.96% 60.58% 47.06%
28 52.88% 48.08% 44.23% 24.30% 61 50.96% 20.19% 54.81% 32.11% 94 60.58% 44.23% 47.12% 51.35%
29 44.23% 22.12% 53.85% 48.39% 62 54.81% 44.23% 54.81% 32.76% 95 47.12% 38.46% 50.96% 18.18%
30 53.85% 42.31% 50.96% 40.18% 63 54.81% 53.85% 52.88% 28.18% 96 50.96% 45.19% 51.92% 17.86%
31 50.96% 49.04% 49.04% 53.21% 64 52.88% 42.31% 59.62% 44.04% 97 51.92% 49.04% 49.04% 35.04%
32 49.04% 45.19% 56.73% 41.35% 65 59.62% 51.92% 51.92% 29.70% 98 49.04% 41.35% 52.88% 23.53%
33 56.73% 45.19% 48.08% 43.12% 66 51.92% 16.35% 56.73% 41.12% 99 52.88% 50.00% 47.12% 28.33%

          100 47.12% 50.96% 51.92% 44.17%

SVM
31-22-5 ANN 9 10 SVM

1. SVM A BBB BB
ANN AA B ANN SVM

2. SVM ANN
3. SVM 100%

B 95.24%
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9 ANN

Predicted 
Target 

AA
A BBB BB

B

AA 21  9  0  2  0 65.63% 93.75% 93.75%
A  7 52 12  3  2 68.42% 84.21% 93.42%

BBB  1  7 57  4  1 81.43% 87.14% 97.14%
BB  1  3  1 72  7 85.71% 94.05% 95.24%

B  0  1  1  3 59 92.19% 92.19% 96.88%
     80.06% 89.88% 86.05%

10 ANN

Predicted 
Target 

AA
A BBB BB

B

AA 4  3 2 0  0 44.44% 77.78% 77.78%
A 0 13  9  2  0 54.17% 91.67% 91.67%

BBB 1  2 14  4  2 60.87% 78.26% 86.96%
BB 0  1  8 12  6 44.44% 66.67% 96.30%

B 0  0  1  5 14 70.00% 70.00% 95.00%
     55.34% 76.70% 86.05%

SVM

SVM

SVM

ANN
SVM SVM ANN

SVM 60.58%

SVM
ANN



 177 

NSC 95-2416 H-182-008

1. Belkaoi, A. “Industrial Bond Ratings: A New Look,” Financial Management (Autumn) 
1980, pp: 44-51 

2. Burbidge, R., Trotter, M., Buxton B. and Holden, S. “Drug Design by Machine 
Learning: Support Vector Machines for Pharmaceutical Data Analysis,” Computers 
and Chemistry (26) 2001, pp: 5-14 

3. Cai, Y.-D. and Lin, X.-J. “Prediction of Protein Structural Classes by Support Vector 
Machines,” Computers and Chemistry (26) 2002, pp: 293-296 

4. Diamantaras, K.I. and Kung, S.Y. Principal Component Neural Networks: Theory and 
Applications, John Wiley, New York, 1996 

5. Dutta, S. and Shekhar, S. “Bond Rating: A Non-Conservative Application of Neural 
Networks,” Proceedings of the IEEE International Conference on Neural Networks (II) 
1988, pp: 443-450 

6. Ederington, L.H., “Classification Models and Bond Ratings,” The Financial Review
(20:4) 1985, pp: 237-262 

7. Fisher, L. “Determinants of Risk Premiums on Corporate Bonds,” Journal of Political 
Economy (June) 1959, pp: 217-237 

8. Gunn, S.R. “Support Vector Machines for Classification and Regression,” 
unpublished manuscript, Faculty of Engineering and Applied Science Department of 
Electronics and Computer Science, University of Southampton, 1998, pp: 1-54 

9. Horrigan, J.O. “The Determination of Long Term Credit Standing with Financial 
Ratios,” Journal of Accounting Research (Supplement) 1966, pp: 44-62 

10. Hsu, C.-W., Chang, C.-C. and Lin, C.-J. “A Practical Guide to Support Vector 
Classification,” Department of Computer Science and Information Engineering, 
National Taiwan University, 2003 

11. Kim, K.-S. and Han, I. “The Cluster-indexing Method for Case-based Reasoning 
Using Self-organizing Maps and Learning Vector Quantization for Bond Rating 
Cases,” Expert Systems with Applications (21) 2001, pp: 147-156 

12. Lippmann, R.P. “An Introduction to Computing with Neural Nets,” IEEE ASSP 
Magazine (April) 1987, pp: 36-54 



178

13. Maher, J.J. and Sen, T.K. “Predicting Bond Ratings Using Neural Networks: A 
Comparison with Logistic Regression,” Intelligent systems in accounting, finance and 
management (6) 1997, pp: 59-72 

14. Minoux, M. Mathematical Programming: Theory and Algorithms, John Wiley and 
Sons, 1986 

15. Molinero, C.M., Gomez, C.A. and Cinca, C.S. “A Multivariate Study of Spanish Bond 
Ratings,” Omega (24:4) 1996, pp: 451-462 

16. Morris, C.W. and Autret, A. “Support Vector Machines for Identifying Organisms - A 
Comparison with Strongly Partitioned Radial Basis Function Networks,” Ecological 
modeling (146) 2001, pp: 57-67 

17. Pinches, E. and Mingo, K.A. “A Multivariate Analysis of Industrial Bond Ratings,” 
Journal of Finance (March) 1973, pp: 1-18 

18. Pinches, E. and Mingo, K.A. “The Role of Subordination and Industrial Bond 
Ratings,” Journal of Finance (March) 1975, pp: 201-206 

19. Shin , K.-S. and Han, I. “Case-based Reasoning Supported by Genetic Algorithms for 
Corporate Bond Rating,” Expert Systems with Application (16) 1999, pp: 85-95 

20. Shin, K.-S. and Han, I. “A Case-based Approach Using Inductive Indexing for 
Corporate Bond Rating,” Decision Support Systems (32) 2001, pp: 41-52 

21. Smith, K.A. and Gupta, J.N.D. “Neural Networks in Business: Techniques and 
Applications for the Operations Research,” Computers and Operations Research (27) 
2000, pp: 1023-1044 

22. Standard & Poor's Corporation Standard & Poor’s Corporate Ratings Criteria,
McGraw Hill Book Company, 1996 

23. Surkan, A.J. and Singleton, J.C. “Neural Networks for Bond Rating Improved by 
Multiple Hidden Layers,” Proceedings of the IEEE International Conference on 
Neural Networks (2) 1990, pp: 163-168 

24. Tay, F.E.H. and Cao, L. “Application of Support Vector Machines in Financial Time 
Series Forecasting,” Omega (29) 2001, pp: 309-317 

25. Vapnik, V. N. The Nature of Statistical Learning Theory, New York, Springer-Verlag, 
1995 

26. West, R.R. “An Alternative Approach to Predicting Corporate Bond Ratings,” Journal 
of Accounting Research (Spring) 1970, pp: 118-127 

27. Witten, I.H., Frank E. Data Mining: Practical Machine Learning Tools and 
Techniques with Java Implementations, San Francisco, Morgan Kaufmann Publishers, 
2000 




